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Abstract— The complexity of sphere decoding (SD) has been
widely studied due to the importance of this algorithm in obtain-
ing the optimal Maximum Likelihood (ML) performance with
lower complexity. In this paper, we propose a proper tree search
traversal technique that reduces the overall SD computational
complexity without sacrificing the performance. We exploit the
similarity among the complex symbols in a square QAM lattice
representation and rewrite the squared norm ML metric in a
simpler form allowing significant reduction of the number of
operations required to decode the transmitted symbols. We also
show that this approach achieves > 45% complexity gain for
systems employing 4-QAM, and that this gain becomes bigger as
the constellation size is larger.

I. INTRODUCTION

The use of multiple antennas at both the transmitter and
the receiver provides high capacity gains without increasing
the bandwidth or transmitted power. Thus, multiple-input
multiple-output (MIMO) systems have attracted much atten-
tion and serious research interests. Improving the performance
is the main challenge of receiver design. Therefore, a number
of decoding algorithms with different complexity-performance
tradeoffs can be used. For instance, linear detection meth-
ods such as a zero-forcing (ZF) or minimum mean squared
error (MMSE) have linear complexity but provide subopti-
mal performance. Ordered successive interference cancelation
decoders, on the other hand, such as the vertical Bell Lab-
oratories layered space-time (V-BLAST) algorithm can also
be used which provide suboptimal performance with higher
complexity compared to ZF and MMSE [1]. The optimum
detection method is the Maximum Likelihood (ML) detection.
However, in MIMO systems, ML algorithm has an exponential
complexity with the constellation size and the number of an-
tennas [2]. Therefore, sphere decoding (SD) [3] was proposed
as an alternative for ML that provides optimal performance
with reduced computational complexity [4], [5].

Different techniques have been proposed in the literature
to reduce the complexity of SD. Among these, the increased
radius search (IRS) [6] and the improved increasing radius
search (IIRS) [7] are noteworthy. These two techniques attempt
tackling this complexity by making a proper choice of the
sphere radius. Other methods such as the application of the
K-best lattice decoder [8] or a combination of the SD and the

K-best decoder [9] were used where the complexity reduction
came at the cost of a BER performance degradation.

In this paper, we improve the SD complexity efficiency
by reducing the number of computations required to obtain
the ML optimal solution. This complexity reduction is ac-
complished by exploiting the similarity between the complex
symbols in a square QAM lattice representation. The proposed
technique is generic and can be used with depth-first and
breadth-first sphere decoders. Moreover, we show that the
conventional ML metric can be rewritten in a simpler form
which can be also used for reduced complexity ML decod-
ing. In our previous work presented in [10], we proposed a
new lattice representation that enables decoding the real and
imaginary parts of each complex symbol independently. In this
work, we use that same lattice representation and show that a
complexity gain of at least 45% is obtained without sacrificing
the performance.

The remainder of this paper is organized as follows: In
Section II, a problem definition is introduced and a brief
review of the conventional SD algorithm is presented. In
Section III, we propose the new lattice representation and per-
form the mathematical derivations for complexity reduction.
Performance and complexity comparisons for different number
of antennas or modulation schemes are included in Section IV.
Finally, we conclude the paper in Section V.

II. CONVENTIONAL SPHERE DECODER

Consider a MIMO system with N transmit and M receive
antennas. The received signal at each instant of time is given
by

y=Hs+v D

where y € CM, H € CM*N js the channel matrix, s €
CYN is an N dimensional transmitted complex vector whose
entries have real and imaginary parts that are integers, v € CM
is the i.i.d complex additive white Gaussian noise (AWGN)
vector with zero-mean and covariance matrix o21. Usually, the
elements of the vector s are constrained to a finite set {2 where
Q c 72N, eg, Q={-3,-1,1,3}*" for 16-QAM where
Z and C denote the sets of integers and complex numbers
respectively.



Assuming H is known at the receiver, the ML detection is
carried out as

5 = i — Hsl[. 2
§ = arg min |ly — Hs|| )

Solving (2) is well known to be NP-hard since a full search
over the entire lattice space is performed [11]. Consequently,
SD was proposed where (2) is being solved by searching only
those lattice points that lie inside a sphere of radius d centered
around the received vector y.

A frequently used solution for the QAM-modulated com-
plex signal model given in (1) is to decompose the N-
dimensional complex-valued problem into a 2/N-dimensional
real-valued problem, which then can be written as

[ R{y} } _ [ R{H} —S{H} } { R{s} ] + { R{v} ]
Sy | [ S{H} R{H} 3{s} 3{v}

where *{y} and S{y} denote the real and imaginary parts of
Y.
Assuming N = M in the sequel, and introducing the QR
decomposition of H, where R is an upper triangular matrix,
and the matrix () is unitary, (1) can be written as

y=QRs+v
Q"y =Rs+Q"v
g=Rs+7v 3)

where v and v have the same statistical properties since @ is
unitary and so is QH . Then, SD solves
~ . _ 2 2
= ar -R <d 4
§=arg min ||7— Rs|| @)
The SD algorithm can be viewed as a pruning algorithm on
a tree of depth 2N, having branches that correspond to the
elements drawn by the set {2. This is shown in Figure 1 for a
16-QAM constellation. Note that pruned branches are shown
as dashed.

root
Tree levels Layers detection
I=2N z,

Level 1 (last layer)

Level 2
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Fig. 1. Tree search example for a 16-QAM showing sphere radius, tree levels
and detection layers.

Sphere decoding starts the search process from the root
of the tree and works its way down along the branches
until (4) is violated. This occurs when the total weight of
a node exceeds the square of the sphere radius d?. At this
point, the corresponding branch is pruned and any path that
passes through that node is declared as an improbable way

to a candidate solution. Then, the algorithm backtracks and
proceeds down a different branch. Whenever a valid lattice
point at the bottom level of the tree is found within the sphere,
the square of the sphere radius d” is set to the newly found
point weight, thus reducing the search space for finding other
candidate solutions. Finally, the path from the root to the leaf
that is inside the sphere with the lowest weight is chosen to
be the estimated solution 3.

III. PROPOSED SPHERE DECODER

The complexity of SD is measured in terms of the number of
operations required per visited node multiplied by the number
of visited nodes through out the algorithm search [11]. This
complexity can be reduced by either reducing the number
of nodes to be visited or the number of operations to be
carried out at each node or both. Making a good choice of
the sphere radius to start the algorithm execution with, and
thus reducing the number of visited nodes, has been widely
studied in [6], [7] and the references therein. In this paper, we
attempt to reduce the SD complexity by reducing the number
of operations required at each node. We start by writing the
node weight as [10]

wy (x(l)) =wp + Wpw
2N
=wp, + |1 — Z L ETk|? )
k=l
with [ = 2N,2N —1,...,1, w, is the weight of the
node’s parent, w,,, is the partial weight of the node, and
where {x1,z2,....,2n}, {TN41,TN+2,..., Ton} are the real
and imaginary parts of {s1, sa, ..., S5 } respectively.

This means that the total weight of a node is merely
the weight of its parent summed with its partial weight
represented by the second term in (5). This squared term
can be simplified by exploiting the similarity between the
symbols in a square QAM lattice structure. To make this
clearer, let us consider a 16-QAM modulation scheme. Every
node in the tree has 4 branches; each represents one of the
real values given by 2 = {—3,—1, 1, 3}. For a specific [, the
computation of |j; — Zi:l rpxy|* for z, = —3 and z, = 3
is very similar. Basically, all the terms are common except
for the minus sign inside the summation. The same applies
for zj, = —1 and x = 1. This similarity makes it possible to
divide the set @ = {—3,—1, 1, 3} into two smaller sets namely
Q ={-3,—1} and Qs = {1, 3}, and enforce the algorithm
to compute the weight of the nodes that correspond only to
one set. These weights can then be reused to find the weight of
the nodes in the other set. We provide the following example
to explain this.

Example: Consider a MIMO system having N = M =
2 and employing 4-QAM modulation scheme. Then, SD
constructs a tree with 2N = 4 levels where the branches
coming out from each node represent the real values in the
set @ = {—1,1}. This tree is shown in Figure 2. Now, using
the real-valued lattice representation developed in [10], and
applying the QR decomposition to the channel matrix, the
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Fig. 2. Tree structure for 2 X 2 system employing 4-QAM.

input-output relation is given by

7l rig 0 ri3 rig 1 U1
Y2 | 0 roo 123 To4 T2 o)
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Proposed SD starts by dividing the set 2 into two smaller
sets 3 = {—1} and Q9 = {1}. Then using (5), it calculates
the weights of nodes A, B,C, and D which correspond to
x € Q for k =1,2,3,4. For e.g., D represents the solution
(z1,22,23,24) = (—1,—1,—1,—1). Now these basic nodes
act as other parents for the nodes that are on the same tree
level. For example, the node E has now two parents which
are the original parent F' and the new parent D. For level k in
the tree, we denote all branches in that level which share the
same property with their new parents in having the same value
of zj, by ¥k, and denote the others which have a different
values than their parent nodes by Z. For e.g., G represents
T = —1, whereas H represents & = 1. By setting up the
above definitions, (5) is no longer used and the weight of
any node in the tree can be found using a less computational
expression given by

w (z") =Wp + Wnyp

+4<yl— > n,k|f:k|> < > n,k|a‘:k|> (6)
TpEN Ty €N

where w,,, is the weight of the new parent. Note that it is
straight forward to obtain (6) by expanding the squared term
in (5) and taking out the common terms between any node
weight and its new parent weight.

Dealing only with the absolute values in the above ex-
pression reduces the number of required computations sig-
nificantly. For 4-QAM, we have |Zj| = |Zx|, thus (6) can be

rewritten as

wl(x(l)) =Wp + Wnyp

+4 <171— Z Tz,k> ( Z Tl,k)- @)
TpreEM Ty €N

Then the partial weight of any node, say £ and H can be
simply found as

wg =wp +4y1(r1,0 + 7113 +71,4)
and,

wy = we +4(J2 —12,3)(r2,2 + r2.4).

Calculating the partial weight of node E using the con-
ventional SD requires 25 real multiplications and 24 real
additions, whereas these numbers reduce to 4 real multipli-
cations and 3 real additions using the proposed technique.
These savings even becomes bigger as the constellation size
is larger. This is because the number of tree nodes increases
exponentially with the constellation size. For e.g., the number
of nodes for a 4 x 4 system and 16-QAM is 87380. This
number increases to 19-10° for a 4 x 4 system and 64-QAM.

To this end, it is worth mentioning here that in the proposed
technique, we basically rewrite the conventional ML metric
in a simpler form. As a result, this new form can be used
for conventional ML decoding as well. It is also important to
emphasize the fact that the proposed SD provides the same
performance as the conventional SD with much lower compu-
tational complexity. This complexity gain becomes bigger as
the constellation size and the number of antennas are larger.

IV. SIMULATION RESULTS

We have considered 2 x 2, 4 x 4 systems using 4-QAM, 16-
QAM and 64-QAM modulation schemes. Since the multipli-
cations are the most expensive operations in terms of machine
cycles compared to additions, the complexity is measured in
terms of the number of real multiplications required to decode
the transmitted complex symbols. We use the real-valued
lattice representation presented in [10] for the conventional
and proposed SD. This means that the complexity gain shown
in all the figures below is on top of the gain obtained in [10].
We denote the conventional SD by Conv and the proposed SD
by PR. The radius d should be chosen properly so that it is
not too small to result in an empty sphere and thus restarting
the search, and at the same time, it should not be too large
to increase the number of lattice points to be searched. We
use the formula presented in [12] for the radius, which is
d?> = 202N, where N is the problem dimension and o2 is
the noise variance.

Figure 3 shows the complexity curves for both algorithms
using 4-QAM. For 2 x 2 system, the complexity gain is 45%.
This gain increases up to reach 60% for the 4 x 4 case.

Similarly, Figures 4 and 5 show complexity comparison
using the same configuration with 16-QAM, and 64-QAM
respectively. Again, the proposed SD achieves high complexity
reduction compared to conventional SD. The gain ranges from
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Fig. 3. # of real multiplications vs SNR for the proposed and conventional
SD over a 2 X 2, and 4 x 4 MIMO flat fading channel using 4-QAM.
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Fig. 4. # of real multiplications vs SNR for the proposed and conventional
SD over a 2 X 2, and 4 x 4 MIMO flat fading channel using 16-QAM.

50% for 2x 2 with 16-QAM, up to 65% for 4 x 4 and 64-QAM.

Finally, we should emphasize that these complexity gains
are for free. This is because the proposed algorithm provides
the same performance results as the conventional SD.

V. CONCLUSIONS

A simple and general tree search technique for sphere
decoding is proposed in this paper. The performance of the
proposed SD is the same as that of conventional SD. However,
a significant complexity reduction compared to conventional
SD is achieved. This complexity reduction is accomplished
by exploiting the similarity between the complex symbols
in a square QAM constellation, allowing for rewriting the
conventional ML metric in a simpler form. This new form
is also applicable to performing ML decoding with reduced

10° : ‘ .
——8— Conv: 2x2
N —+— Conv: 4x4
—6o— PR:2x2
10° —*— PR: 4x4

Number of real multiplications

Fig. 5. # of real multiplications vs SNR for the proposed and conventional
SD over a 2 X 2, and 4 X 4 MIMO flat fading channel using 64-QAM.

computational complexity. The complexity gain ranges be-
tween 45% and 65% depending on the number of antennas and
constellation size being used. Simulation results are provided
for 2 x 2 and 4 x 4 systems employing 4-QAM, 16-QAM,
and 64-QAM. We show that the gain achieved by using the
proposed SD becomes bigger as the constellation size is larger.
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In Winter 2008 quarter, We designed and analyzed a
training based linear mean square error (LMMSE) channel
estimator for time division multiplex amplify-and-forward
(AF) relay networks. We started with the scenario where
relays have no knowledge of their backward and forward
channels. In Spring 2008 quarter we continued that work
and considered two more scenarios where relays know
backward and forward channels perfectly, and relays estimate
backward and forward channels. We could show that
the scenario where each relay estimates its backward and
forward channels is a general case for the other two scenarios.

We consider an AF relay network consisting of 1 transmit
antenna at the source, 1 receive antenna at the destination,
and K relays, each equipped with 1 antenna. We denote
by hs, the channel between the source and relay ¢, back-
ward channel, while h;, is the channel between the relay
7 and the destination, forward channel. We assume that the
channels follow the block-fading law, where the channels are
constant for some coherence interval 7T, which is measured
in symbols, and after that they change to an independent
value which hold for another interval 7T,.. we further assume
that channel estimation and data transmission is to be done
during the interval 7. Also backward and forward channels
are independent and Rayleigh flat fading distributed which
are hs,, ht, ~ CN(0,07), i = 1,---,K and where for
convenience we assumed that backward and forward channels
have the same variance, o3.

In the first phase transmitter sends the signal block s =
[s1,--,s7,]T to the relays. The received signal at relay i can
be modeled as

r; = hs; s +vg,, (D

where 7; = [r;,, -+ , 7, |7 is the received signal and v, =
[Vs;, 5 ,vsiTc]T is the zero mean additive white complex
Gaussian noise at the relay i with covariance matrix R, =
0351 . Also the transmitter has the total power Es*s = TP,
where P is the average transmitting power of the source. In
the second phase each relay, multiplies its received signal by a
scalar coefficient 3; which is constant during coherence time

T, and sends it, on the same time slot, to the destination. The

received signal at the destination can be expressed as

K
y=>_ Birih, + vy, )
i=1
where vy is T, X 1 zero mean additive white complex Gaussian
noise at the destination with covariance matrix R,, = UﬁtI
and also independent of v, for all 7. By plugging (1) in (2)
the received signal can be expressed as

K K
Y= Bihahi, s+ Bihive, +vi =i s+n, (3)

i=1 i=1

htot n

where h;,; is the overall channel from the source to the
destination and 7 is the overall noise at the destination which
is zero mean and has the covariance matrix

K
R, = (0} 07> B> +02 )T =021. @)
=1

Since the receiver does not know hy.;, training-based schemes
assign part of the transmitted signal s to be a known training
signal from which the receiver can learn h;,;. Here we
investigate three different scenarios and investigate the effect
of relay functionality on the overall channel estimation.

A. Relays estimate backward and forward channels

In this scenario each relay needs to estimate its backward,
hs,, and forward, h;, channels by using training symbols.
Since we are assuming that the relay network is a time division
multiplex system, the channel between relays and destination,
ht,, are reciprocal. In order to estimate the forward channel,
after the transmitter sends control signals to the destination,
the transmission starts from the receiver side by sending
some training symbols to the relays, such that relays can
estimate their forward channel. After that the transmitter starts
sending training symbols to the destination through relays. The
backward channel can be estimated at each relay by the same
training symbols which is sent to the destination. After training
phase the transmitter starts sending data information. In this
scenario the scaling factor at each relay is defined as

P R .
L — o _][thq‘, +th7‘,] 5
Bi “021334-0356 , ®)



where fle and iLt are estimated backward and forward chan-
nels respectively, and P, is the output power of each relay.
Having a good estimation of backward and forward channels
will result in constructive addition of signals at the destination
and hence higher SNR. The expression Pa:;;f% adjusts the
output power of relays from long term point of view. Also
conservation of time yields

T.=2T. +Ty. (6)

B. Relays know backward and forward channels perfectly

In this scenario, each relay knows its backward and forward
channels perfectly and there is no need for training symbols
from the receiver side. Here the transmission starts by sending
training symbols from the transmitter, and relays just scale and
forward the training symbols to the destination. The scaling
factor is given by

P,

T —j[Lhs, + L]

- e i i (7)
2 )

o, Ps + 02,

and
T.=T,+Ty. (3

C. Relays do not have knowledge of channels

In this scenario, relays just scale and forward its received
signal to the destination and they do not have any knowledge
of the backward and forward channels. Here, as in B, the
transmission starts by sending training symbols from the
transmitter to the destination through relays and there is no
need for training symbols from the receiver and also estimation
at each relay. Therefore,

P,
————, and T, =T,+T;,. 9
0_}21 Ps n 0_12)5 ’ c T d ( )
In order to investigate the performance of our proposed
channel estimation We define the signal to noise ratio as

SNR = P;/o2, where 02 = o2 and also 07 = 1. We

Vg Vg v
further assume that the transmitter 5utput power, Ps, and the
relays average output power, P, are set to 10 dB.

Figure 1 shows channel estimation mean square error
(MSE) for the case that relays do not have knowledge of
channels for coherence interval of 7, = 300 and training
interval of 7. = 10. It can be seen that increasing the
number of relays increases the MSE which is consistent with
mathematical analysis where it says that estimation error
variance increases with K.

Figure 2 compares MSE channel estimation of different
scenarios for the same setting as figure 1 except that here
K = 10. It can be seen that the estimator performs the
same for different schemes except at low SNR which by
having knowledge of channels we can get around 0.5 dB gain.

We could show that the scenario where each relay estimates
its backward and forward channels is a general case for the
other two scenarios.

We are going to continue this work by finding a lower
bound for the capacity considering the effect of training and
estimation error.

MSE(dB)

0 5 10 15 20 25 30
SNR(dB)

Fig. 1. MSE in dB versus SNR for 7. = 300, and 7% = 10 for different
number of relays. Here relays do not have knowledge of their backward and
forward channels.

T T T
—*— Relays do not know channels
o —©— Relays estimate channels

——8— Relays know channels perfectly| |

—10}F 4

MSE(dB)
i
(6]

5 10 15 20 25 30
SNR(dB)

Fig. 2. Comparison of MSE for different scenarios with the same setting of
figure 1 except that here K = 10.
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Feedback

Abstract— In this report, we study the generalized de-
grees of freedom of the interference channel with feedback. ‘ ‘ X
In particular, we find out the exact characterization of the "1 %1 1 —M
generalized degrees of freedom of the strong interference
channel and bounds for the weak interference channel with
feedback. Interestingly, we find that feedback can improve
the generalized degrees of freedom of the interference
channel, in both the strong and weak interference regimes.

Yo — = Wy

I. INTRODUCTION Wy *10

In Winter 2008, we discovered that the techniques of =, Fesdback T
feedback, relays, full duplex operation and noisy co-
operation do not increase the degrees of freedom of
fully connected wireless networks [1]. In other words,
the degrees of freedom tool is too coarse to Capt“ﬁ%in from transmitterj to receiveri,
the benefits of feedback on wireless networks. In th1 I1,.|>2 = 1, For a code spanning’ uses of the
work, we study the positive effects of feedback on th a?mel, the codeword transmitted by transmitteatis-

interference network using thgeneralized degrees of (o5 an average power constraint that may be expressed

freedom tool. The generalized degrees of freedom Ofaas %E {211 ||Xi(7_)||2} < 1,i = 1,2. This power

network tool was used in [2] to identify the various op- . SNR h |
erating regimes of an interference network. In this Worlgpnstramt assumption ensures represents the actua

we discover that feedback can improve the generalizé@n‘”"'to'no'se ratio between transmitieand receiver
degrees of freedom of both strong and weak interferente

channels. The model and the main results are presentgdGeneralized Degrees of Freedom

in the next section. Let

Fig. 1. The2 user interference channel with feedback

i.e, it satisfies

Il. SYSTEM MODEL _ log(INR)

. o . - log(SNR)
We only consider symmetric interference channel in

this study (Fig. 1). The input-output relations of thiEauivalently, INR=SNR". Thesum-capacity of the in-
channel are described as terference channel is represented®y(«, SNR) Then,

the generalized degrees of freedom (GDOF) of the
Yi(7) = VSNR Hy1 X1 (7) + VINR Hi2X>(7) + Z1(7)  interference channel(«) is defined as

}/2(7') =+vINR HQle(T)“F\/SNRHQQXQ(T)"_ZQ(T) w

= s TTog(SNR
where at ther™ channel useX;(r) represents the SNR—co log(SNR)
complex symbol transmitted by transmittér Y;(7) Il MAIN RESULTS
and Z,(7) respectively represent the received symbol When there is no feedback, the various operating in-
and the zero-mean unit-variance AWGN symbol &derference regimes in trsgmmetric interference channel
receiver i. H;; represents the phase of the channéentified in [2] as

d(a)
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Interference channel w/o feedback

(1]

N
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T
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Achievable GDOF

N
T

15r

Fig. 2. Achievable GDOF of the interference channel - theafbf
feedback

1) Very weak interferencel(< o < 2/3) : d(a) =
2max(a, 1 — a)
2) Moderately weak interference/3 < o < 1) :
dla) =2 -«
3) Moderately strong interferencd (< o < 2) :
dla) =«
4) Very strong interferenc(< «) : d(a) =2
We find the exact generalized degrees of freedom char-
acterization of the interference channel with feedback for
a > 2/3 in the Theorem below
Theorem 1: For o > 2/3, the generalized degrees of
freedom of the interference channel with feedback can
be characterized as

d(o) = max(2 — o, @)
Theorem 2: For a < 2/3, the generalized degrees of
freedom of the interference channel with feedback can
be bounded as

) <d(a) <2-—«

We refer the reader to the extended paper [3] for the
proofs. The results of Theorem 1 and Theorem 2 imply
that fora > 2 and fora < 2/3, feedback improves the
GDOF of the interference channel (See Figure 2).

max(a,

IV. CONCLUSION

We found a tight characterization of the GDOF of
the symmetric interference channel with feedback for
a > 2/3 and bounds for the GDOF far < 2/3. In
the interference channel without feedback, the GDOF
characterization leads to an approximation of its capacity

within one bit. Pursuit of approximations of the interfer-
Interference Channel with feedback ence channel with feedback within a constant number of
bits is an interesting area of future work.
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I. INTRODUCTION always assume a mean angle @f = 0° and a variance

In this report, we consider a MIMO channel model usin§f s = 220°. Using the radiation patterns of the PIXEL
reconfigurable PIXEL antennas at the receiver. We take ir@@t€nna, one can calculate the channel correlation properties
account the practical issues pertaining to channel propadfathe above propagation scenarios. Then, one can incorporate
tion. The goal is to study the performance of a practicitese correlation characteristics into the simulations, as noted

reconfigurable MIMO system using the state-selection scheié
proposed in [1]. H=gRH 1)

II. PIXEL ANTENNA ~ .. . .
where,H is a zero-mean i.i.d complex vector with covariance

We assume a system using reconfigurable PIXEL antenr?{s}:lﬁH} — Iyoaep, and having into consideration that
. ) {THH +MpP>
over correlated channels. The PIXEL antenna is a mulufumkH — RRoRT. For the PIXEL antenna, the intra and inter-

tional MEMS-reconfigurable radiator that works based on tht%ft . lati i ; 1 5
rinciple that different radiation modes and operating frequeRe . oo e corleiaton ma ricBs,, for ¢1, 42 € {1, ..., 5}

Eies cim be excited by changing the dimensri)ons (rgdiusq) ofloarl the three abovementioned cases are given by Egs. (2)-(4) at
: y hging . 2 _the top of next page. Notice that throughout these simulations,
circular patch and the relative location of the feed line W|th|\r/1ve have assumed that onlv the enerav of the channel in case
the patch. The PIXEL antenna can produce up to five distir(}ft y 9y

iati i | | Ar M1 P h — _MrMrPQ __ \vher
radiation patterns (states), which correspond to the mo esequa tOMr My PQ, thuSgeqser R y» Where

) . A tr(Rcase1®RT

n=1,n =1 with a rotation of¢y = 90°, n = 2, n = 2 with R IS given by Eq. (5). We asSiQftascs = Jease2 = Geasel

a rotation of¢, = 45°, andn = 0 of a circular patch antenna. order to preserve different levels of received power not
only among distinct radiation states but also among different

Ill. SIMULATION SETUP simulation scenarios. Note that we use the Space-Time-State

For this set of simulations, we use a RX-reconfigurabtd 2 Block Code (STS-BC) forp = 5 which is given in [1]. The
system, withMr = 2 transmit antennas, composed of tw@ptimal rotation angles for the STS-BC-5, using BPSK, are
dipole antennas separated by a distance.®f, andMzr =1 derived by exhaustive search using a step size /2. The
reconfigurable PIXEL antenna at the receiver. The radiatioptimal values, which maximize the coding gain, are found to
patterns of the PIXEL and the dipole antennas are computeglf; = 0.5890,6, = 1.1781, 63 = 2.4544, and 6, = 1.8653.
using HFFS electromagnetic software. In this configuration
¥ = @ = 5. We investigate the performance of the abovemen- IV. SIMULATION RESULTS

tioned system on three distinct NLOS propagation scenariosgig. 1 depicts the BER vs. SNR performance of the re-
which are described through the characteristics of the recepghfigurable MIMO system for cases 1, 2 and 3 discussed

power azimuth spectrum, as follows: above, employing both STS-BC-1 and STS-BC-5. Note that
1) case 1: single cluster with mean angle = 0° and STS-BC-1 is equivalent to Alamouti structure. We perform
variances, = 5°. state-selection at the receiver by selecting the state providing
2) case 2: single cluster with mean angle = 0° and the largest SNR. Note that we use the notation (1,5) in the
varianceo s = 60°. figure to refer to selecting 1 state out of a possiQle= 5
3) case 3: single cluster with mean angle = 0° and states. The maximum possible diversity gain offered by the
varianceo, = 220°. system is determined byank{R;} = rank{R® @ RT}.

where ¢. denotes the mean angle of arrival amg denotes From Fig. 1, we notice that for STS-BC-1, the angular spread
the variance. For the transmit power azimuth spectrum, wapacts the level of diversity obtained. As the angular spread
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Fig. 1. BER vs. SNR for a reconfigurable MIMO system using PIXEL
antennas at the receivel/r = 2 and Mr = 1; 1 bit/sec/Hz using BPSK. Fig. 2. BER vs. SNR for a reconfigurable MIMO systeff; = 2 and

Mg = 1; 1 bit/sec/Hz using BPSK.

increases, the diversity of the system increases as well. Note
that case 1, which has the smallest angular spread, exhibiténtennas’, submitted t€EEE Trans. on Wireless Commun
the lowest diversity among the 3 cases. Also, the amount of
received power depends on both the angular spread and the
shape of the radiation pattern, thus the curves corresponding
to cases 1, 2 and 3 are shifted up or down with respect to each
other. As expected, a similar pattern is observed using STS-
BC-5, in terms of diversity and received power level. However,
compared to STS-BC-1, larger coding gain is achieved. In Fig.
2 we compare the performance of case 1 to that of a scenario
with ideal correlation characteristics. For both STS-BC-1 and
STS-BC-5 at a BER of0~?, the performance degradation in
case 1 due to correlation is about 4 dB.
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Abstract—In Spring Quarter 2008, I continued doing
research in Online Social Networks (OSN). I extended our
work on characterization of OSN applications which led
to publication [1]. I also started a new research thread in
Online Social Networks which involves crawling the social
graph of a pure social network, Facebook, and analyzing
its network properties.

I. CHARACTERIZATION OF OSN APPLICATIONS

In the previous quarter, I described the project which
involved the characterization of Facebook applications
in terms of their popularity and adoption dynamics. In
that work, we proposed a method to simulate the process
with which users install applications so as to determine
the user coverage from the popularity of applications,
without detailed knowledge of how applications are
distributed among users.

Since then, we realized that the work at [3] describes
a non-linear preferential installation process of balls into
bins, which is similar to our model. In the model of [3],
a phase transition at p = 1 is observed with the system
tending towards monopoly for values of the preferential
exponent greater than one. Our model has a basic differ-
ence compared to that: we have many copies of a unique
ball (many installations of a unique application) and a
certain type of ball cannot be installed twice in a bin (a
user cannot install an application twice). We are in the
process of applying the continuum approach introduced
at [4] to derive analytically the distribution of the number
of application installs for users by calculating the time
dependence of the degree d; of a certain node 3.

II. CHARACTERIZATION OF THE FACEBOOK SOCIAL
GRAPH

A. Motivation

The popularity of social networking has given rise to
online social networks, such as Facebook and MySpace,

with tens of millions of users. We believe that a detailed
understanding of the network structure and connectivity
of such networks will lead to better architecture design to
support future social networking systems. In this project,
we crawl Facebook and retrieve the whole social network
of friends. To the best of our knowledge this is the largest
ever study of OSNs. We use a distributed measurement
platform to measure the whole graph as fast as possible.

B. Contributions

The contributions of this work include the following:

o Novel measurement methodology. We use Plan-
etlabs as a distributed measurement platform with
more than 800 nodes at our disposal to shorten the
crawling time for such a huge network. PlanetLab is
a worldwide-spread research network with the aim
of fostering the development of new network ser-
vices. The Planetlab machines crawl independently,
with a coordination point (our machine at UCI) to
avoid downloading duplicate lists of friend relation-
ships. The latter feature is introduced to reduce the
load at the Facebook servers. Another challenge
that this distributed crawling framework faces is
the privacy features that Facebook has developed
to protect against such automated crawlers.

« Measuring the Facebook Social Graph. We plan
to make available the partially crawled social graph
after applying anonymization. The full graph is
known to contain more than 70 million nodes and
by approximation consists of more than 10 billion
edges. Another fact that needs to be stressed here
is that Facebook is a pure social network. We
expect this dataset to be useful in many fields which
include computer networks, sociology, complex net-
works, graph theory.

o Characterizing the Facebook Social Graph. We
characterize the properties of the underlying graph



in regard to degree distribution, joint degree distri-
bution, clustering coefficient, rich club connectivity,
shortest path distribution and other interesting graph
metrics that are used in the literature to compare
graphs. This is one of the largest analysis on online
social networks and it is performed on a large subset
of the full network. We plan to capture a snapshot
which contains more than 50% of the users and we
only miss the users with the strictest privacy settings
during the crawling.

C. Progress Report

We have developed the distributed crawling frame-
work and have used it to crawl more than 4 million
nodes. The measurement phase is in-progress and we
expect to scale up to at least 50% of the total Facebook
userbase. We are currently in the phase of developing a
massive-scale graph framework on top of which we will
build the algorithms needed to analyze/characterize the
social graph. In the development of the graph framework
we face the challenge of working with huge graphs
which do not fit in memory (needs more than 64 GBytes
of RAM). If we were to let the Operating System fetch
in memory the necessary records and swap out when
needed then the O/S will very fast reach a thrashing

state with very slow progress observed afterwards. On
the other hand, if we were to go to the other extreme
and only access records from the hard disk we would
observe again a large slowdown because of large access
times in hard disks.

In addition to the characterization part of the social
graph, we are looking into other uses of the crawled
dataset such as modeling the diffusion process of infor-
mation in such networks or modeling their evolution.

This is an ambitious project and we expect its proper
completion to take 1-2 more quarters. Paper [2] is in
preparation.
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Abstract — In the spring quarter, we worked on
incorporation of non-orthogonal codes on the previously
designed multiple-antenna receiver architecture, and its
effect on the overall bit-error-rate (BER) of the system.
The use of non-orthogonal codes makes it possible for us
to decrease the BW expansion inherent in the code-
modulated path-sharing multiple antenna (CPMA)
receiver architecture. The CPMA receiver is capable of
accommodating multiple input multiple output (MIMO)
including spatial multiplexing, spatial diversity, and
beamforming. The use of a unique code-modulation
scheme at the RF stages of the signal paths enables linear
combination of all mutually orthogonal code-modulated
received signals. The combined signal is then fed to a
single RF/baseband/ADC chain, resulting in a significant
reduction of power consumption and area, as well as
mitigating the issue of LO routing/distribution. In the
digital domain, all antenna signals are fully recovered.

I. INTRODUCTION

Multi-antenna communications promises higher data rates
using spatial multiplexing (SM), and increased range using
spatial diversity (SD) and beamforming (BF). The use of
multiple antennas in any MIMO RX may entail multiple RF
chains, baseband blocks and ADCs [1], [2]. Consequently,
there will be considerable increase in power consumption and
chip area. In addition, having multiple receive chains results
in a complicated LO routing and distribution task.

Ant. 1
Signal ry r
| —»] R recovery f—>
N
Ant. 2 2,
Signal r, nl
Y Shared- r2
I—»G—)—» path »1 R, recovery F—>
° 2 blocks
[}
[}
* o
Ant. N ¢
Signal ry N
| —» | Ry recovery f—>
Fig. 1. Conceptual diagram of the proposed CPMA receiver

Previously in this project, we had presented a new code-
modulated path-sharing multi-antenna (CPMA) RX front-
end architecture (Fig. 2) that enables sharing of RF,
baseband, and ADC blocks among multi-antenna signals. The

underlying idea is to implement a code modulation system
within the multi-antenna RX in order to distinguish antenna
signals before combining them in the RF domain. More
specifically, N antenna signals are modulated by N
orthogonal code sequences. The mutual orthogonality of
code-modulated signals allows signal combination in the RF
domain, while promising full recovery of each signal in the
baseband using digital matched filters (DMF). The recovered
signal is then fed to the MIMO DSP for further processing.
The proposed CPMA RX front-end is capable of
accommodating any multi-antenna scheme, including SM,
SD (including OSTBC, MRC, and BF). The advantages of
this architecture include significant reduction of power
consumption and chip area, and mitigation of coupling
between antenna signals in the RX. Moreover, the single path
alleviates the problem of LO distribution and routing in
multi-antenna architectures.

Mixer 1

MIMO
DSP

b33

Fig. 2. Proposed CPMA receiver

II. EFFECT OF NON-ORTHOGONAL CODES ON BER

In spatial multiplexing schemes, the MIMO receiver
suffers from inherent multi-stream interference (MSI).
Consequently, MIMO detectors are needed to separate the
multi-stream into its original transmitted streams. In the
proposed CPMA receiver, the use of non-orthogonal codes
adds non-zero code cross-correlation in addition to MSI.
Thus, the MIMO detectors should be designed to detect the
transmitted symbol in the presence of both of these
phenomena. Even so, we can use the effective channel and
noise matrices to build the expressions for a maximum



likelihood (ML) and minimum mean squared error (MMSE)
detectors.

Simulation results of the BER performance of the CPMA
receiver are provided under uniform-valued code cross-
correlation p for spatial multiplexing and spatial diversity. In
both experiments, we assume no CSI at the transmitter and
perfect CSI at the receiver. The data is QPSK modulated and
Monte Carlo simulations are executed.

In the first experiment, we implement uncoded spatial
multiplexing and realize an MMSE detector for MSI
separation under various p values. Fig. 3 shows the BER
performance for a 4x4 system for p varying in 0.1 step sizes
from 0 to 1. From Fig. 3, we see that for p<0.7, the
performance degradation is quite negligible. This
demonstrates the feasibility of using non-orthogonal codes
for N>G if p<0.7. Note that when p=1 the BER is 0.5 because
each antenna signal is modulated with the same code and
then added. This would not happen in practice because a
different code is applied to each antenna signal.

1
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Fig. 3. BER vs. E/NN; vs. p for 4x4 MIMO spatial
multiplexing

In the spatial diversity experiment, we use the '% rate
OSTBC for a 4x4 MIMO system. Since OSTBC simplifies
the MIMO channel into equivalent SISO channels, it is
reasonable to use ML detection for each symbol without
imposing high complexity. Fig. 4 shows the BER
performance for p varying in 0.1 step sizes from 0 to 1.
Depending on the tolerable performance loss, an appropriate
p can be determined.
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Fig. 4. BER vs. E/NNj vs. p for 4x4 spatial diversity
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Introduction

With increasing data rates and link distance in fiber-optic systems, the transmission path becomes
severely limited by fiber non-idealities, especially dispersion. Intersymbol interference (ISI) is a
fundamental limiting factor in band-limited communication links. In particular, in multimode
optical fiber, which are the dominant fiber type in local area network (LAN) links like 10Gb/s
Ethernet,the IST is mainly due to modal dispersion. Electronic dispersion compensation (EDC)
is used to combat this ISI in short-distance fiber links. Use of adaptive equalizers as an EDC
method is known to make the data communications over short ranges of the MMF possible. In
this project a high-speed adaptive DFE is designed to combat the ISI caused by the band-limited
MMF channel.

Summary of Accomplishments

Due to the change of the design kit all the previous work had to be redone in the new IBM cmrf8
0.13pm CMOS kit. The design of feed-forward filter (including the DLL and gain control loop) and
the adaptive feedback filter (including high-speed slicer and DFF’s) has been completed in new
0.13pm CMOS. LMS algorithm is implemented to adaptively change the feedback filter coefficients
using an analog integrator and a Gilbert multiplier.

The project is in the layout and integration mode now. The building blocks of the feed-forward
and feedback filters have been laid out and the results have been verified with post-layout RC-
extracted simulations.

The LMS circuit block with Gilbert multiplier and integrator has been laid out and verified.

A 10Gb/s binary Alexander phase detector for the CDR loop designed using high-speed DFFs
and symmetric XOR circuits.

Ongoing Work

1. Verification of the feed-forward filter with post-layout simulations on extracted blocks after
layout.

2. Verification of the feedback filter with post-layout simulations extracted blocks after layout.
Verification LMS circuit convergence properties using transistor level post-layout simulations.

Design, lay out and verification of a 10GHz LC VCO to be used in the CDR loop.

orok W

Top level simulation of the 10Gb/s CDR with extracted VCO verifying the locking behavior
and performance.
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Abstract—In older technologies (above 100nm), it was common
practice to increase the supply voltage of memories as compared
to logic to mask the effects of process variation as well as improve
performance. For nano-scale CMOS circuits, this assumption is
no longer valid. Overdriving the memories by increasing the
supply voltage is functional only up a point after which an
inflexion in the probability of errors occurs and the assumption
breaks down. In fact, due to temperature increase, the
probability of error increases at higher supply voltage. In this
report we have developed a mathematical model to quantify the
effect of the temperature on the embedded SRAM reliability.

I. INTRODUCTION

The traditional  statistical power  consumption
optimization approaches does not factor in second order
effects such as temperature. According to ITRS 2007 ”A key
form of variability is due to thermal effects during operation;
this variation is on the time scale of billions of clock cycles
and can affect timing and noise phenomena” [2]. Elevated
chip operating temperatures impose constraints on the circuit
performance in terms of frequency of operation and power
consumption, (specifically leakage) [3][4]. It has been shown
that sub-threshold leakage increases exponentially with
temperature while gate leakage is rather insensitive to
temperature. BTBT leakage, on the other hand shows a weak
linear dependence on temperature [10]. Furthermore, as
leakage current increases, the die temperature increases,
causing a further increase in leakage current. This indirectly
sets a limit on the scaling of threshold voltage to avoid an
unstable heat dissipation situation [5]. Modern techniques for
temperature management include using temperature sensors to
monitor the temperature gradients on a die, then applying
throttling techniques that control the frequency of operation
such that a target temperature is maintained across the die [6].
Other techniques include resource spilling to distribute heat
density or cooling techniques both on die and on package.

1. ANALYTICAL APPROACH

In the following we try to find the minimum supply voltage
required to achieve a specific probability of error given an
expected temperature profile for the system. The variation in the
threshold voltage will results in a Gaussian distribution for the
access time/write time/storing node voltage which can be

modeled as a Gaussian distribution with moments that are a
function of supply voltage and temperature. In this case the
access time, Ty...ss Can be expressed as:

TAccess ~ N(.uAccess (Vdd' T)' OAccess (Vdd! T))

Where T is the temperature and V,, is the supply voltage. For a
given frequency, F, one can find the maximum allowed time for
the read operation, Tyux. Therefore, we can define the
probability of error as:

1A (Vdd'T' TMAX) = P[TAccess > TMAX] = Q(T)|r=t

where

t = TMAX — HAccess (Vdd' T)
O4ccess (Vdd' T)
and Q(+) is the Gaussian Error Integral or Q —function and is
given by:

x2

() = \/%f:m e(_T) dx.
For a given probability of error of P,, and, t, can be
calculated such that Q(ty) = P.q. Thus for P,, and F, we will
have:

_ TMAX — Haccess (Vdd' T)

0 O4ccess (Vdd' T)
where t, and Ty,x are constant. If we solve this equation for
Vaa, we will have:

Vdd = G(T)
On the other hand, the choice of floor plan, frequency of
operation and activity of the neighboring block result in the
dependency of the temperature to V,;; which can be expressed
as:

T =HWVyq)
therefore for a given probability of error and frequency, we can
find the appropriate V;,, which results the probability of error of
P,, for a given frequency while factoring in the effect of the
temperature by solving:

Vaa — G(H(V49)) = 0.

It is important to note that solving the above equation may
results in more than one real solution for V,,; (as shown in figure
1) which in that case the optimum solution will be the minimum
Via.
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One set of solution for agiven't,
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Figurel: analytical solution to the optimization problem

REFERENCES

[1] A. Gupta et al, “A System Level Leakage-Aware Floorplanner for
SoCs,”Proc. of ASP-DAC, 2007.

[2] International Technology Roadmap for Semiconductors (ITRS),
http://www.itrs.net/Links/2007ITRS/Home2007.htm

[3] Stephan Ohr, “Efforts heat up to remove processor hot spots,” EE Times,
February 2005.

[4] K. Banerjee, A. Sangiovanni-Vincentelli et al., “On Thermal Effects in Deep
Sub-Micron VLSI Interconnects,” Proceedings of Design Automation
Conference, 1999

[5] Aseem Gupta, Nikil Dutt, Fadi Kurdahi, Kamal Khouri, Magdy

Abadir,”STEFAL.: A system level temperature- and floorplan- aware leakage
power estimator for SoCs," International Conference of VLSI Design, 2007

[6] D. Brooks, M. Martonosi, “Dynamic Thermal Management for High-

Performance ~ Microprocessors,”  Proceedings  of  International

Symposium on High Performance Computer Architecture, January 2001

J. Donald et al.,”Techniques for Multicore Thermal Management:

Classification and New Exploration,”Proceedings of International

Symposium on Computer Architecture, 2006

K. Skadron et al.,” Control-Theoretic Techniques and Thermal-RC Modeling

for Accurate and Localized Dynamic Thermal Management,” Proceedings of

International Symposium on High-Performance Computer Architecture,

2002.

[9] Predictive Technology Model (PTM): http://www.eas.asu.edu/~ptm/

[10] Roy, K.; Mukhopadhyay, S.; Mahmoodi-Meimand, H., "Leakage
current mechanisms and leakage reduction techniques in deep-
submicrometer CMOS circuits," Proceedings of the IEEE , vol.91, no.2,
pp. 305-327, Feb 2003

[7

—

8

—_—



http://www.itrs.net/Links/2007ITRS/Home2007.htm
http://www.eas.asu.edu/~ptm/
http://www.eas.asu.edu/~ptm/

A Generic Network Interface Architecture for
Network-on-Chip: SPRING 2008

Seung Eun Lee, Advisor: Nader Bagherzadeh
Center for Pervasive Communications and Computing
University of California-Irvine
Email: seunglee @uci.edu

Abstract—In Spring 2008, we developed a generic architec-
ture for network interface (NI) and associated wrappers for a
networked processor array (NoC based multiprocessor SoC) in
order to allow systematic design flow for accelerating the design
cycle.

I. INTRODUCTION

As a new SoC design paradigm, the Network-on-Chip
(NoC) [1] has been proposed to support the integration of
multiple IP cores on a single chip. In NoC, the reuse of
IP cores in plug-and-play manner can be achieved by using
a generic NI, reducing the design time of new systems. NI
translates packet-based communication into a higher level
protocol that is required by the IP cores by packetizing
and depacketizing the requests and responses of the cores.
Decoupling of computation from communication is a key
ingredient in NoC design. This requires well defined NI that
integrates IP cores to on-chip interconnection network to hide
the implementation details of an interconnection.

In Spring 2008, we developed a generic architecture for
NI and associated wrappers for a networked processor array
(NoC based multiprocessor SoC) in order to integrate IP cores
into on-chip interconnection networks efficiently. We split the
design of a generic NI into master core interface and slave
core interface. First, we implement an NI architecture for an
embedded RISC core. Then, an application specific wrapper
for a slave IP core is proposed based on the NI. In order to
implement a wrapper, we start by choosing application-specific
parameters and writing an allocation table for architecture
description. The allocation table is used for the configuration
of the modular wrapper and for the software adaptation.

II. GENERIC NETWORK INTERFACE

NI consists of a packetization unit (PU), a depacketization
unit (DU) and PE interface. NI is located between a router
and a PE, decoupling the communication and computation.
It offers a memory-mapped view on all control registers in
NI. With this interface model, a simple implementation can
be accomplished. All of the register accesses are done by
bus interface and BLOCK data transfer can be handled by
the DMA controller. DMA controller manages BLOCK data
transfer from/to the internal memory. In order to achieve high
performance, all operations are completed in one cycle.

Fig. 1 shows the micro-architecture of a modular wrap-
per for a slave IP core interface. The input control signals
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Fig. 1. Micro-architecture of a modular wrapper for a slave IP core

are grouped by their functionality and then assigned to the
application specific registers in the wrapper. These registers
are accessed by NI using SINGLE packet to initialize the
control signals which are allocated to dedicated signals and
fed to the slave IP core completing initialization. Status signals
have specific functions. For instance, the error signal requires
special services such as generating trap to another PE or stop
the operation of the slave IP core. The done signal initiates
communication to another PE to transmit the results of the
slave IP. These status signals need dedicated logic for each
signal. There are a set of status signals and associated control
logic to generate the controller for status signals. Input data
for a slave IP core is sent by other cores through network
and NI translates the incoming packet for the slave IP core.
In order to handle this data width mismatch, we adopted two
operation modes for the data interface such as Unbuffered and
Buffered modes. The generic NI with modular wrapper allows
to accelerate the design cycle and a proposal of a systematic
design flow for an application specific interface.
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Technigues for Low Power High Yield
Multimedia Devices

Mohammad A Makhzan (Avesta Sasan), Student Member |IBERfBed Eltawil, Member, IEEE, and Fadi J.
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Abstract — This paper presents a novel architecture that
allows a high level of fault tolerance in embedded memory
devices for multimedia applications. The benefits are two fold by
allowing systemsto operate at a lower voltage thus saving power,
while improving yield via error masking. The proposed
architecture performs a remapping of defective parts of the
memory while allowing single cycle access to the remapped
portions. Furthermore, it provides run time control of the
enforced protection palicies leading to an expanded design space
that trades off power, error tolerance and quality. Simulations
indicate a reduction of up to 35% in encoder power for a 65 nm
CMOS process.

.  INTRODUCTION

focus on parametric failures, which are failures caused b
process variations that can be lumped into an effechie@ge

in the individual transistor threshold voltage. Since &
single memory cell the transistors are in close prayjmRDF

will be the primary cause of mismatches between the
transistors. To counter the effect of RDF induced faults
designers typically raise the supply voltage of the cirtwit
assure the masking of these errors. This approach in turn
creates an undesired relation between vyield and power
consumption, where power consumption (voltage supply)
must be high to ensure a high yield. This statement eosint
the well known technique of supply scaling to reduce power
consumption, where in CMOS, the exponential relatiothef

JPEG2000 is an example of many multimedia applicatiof@@kage power with the supply voltage 5 and the square
that require significant processing power yet must D&lation of the dynamic power with Supply voltage5, are
implemented in an increasingly power-thrifty and costypically used as one of the most effective mean®dificing
conscious context in order to exist in handheld devicks. TPOWer consumption.
push to reduce power and cost have necessitated increasingn in-depth view of these two issues namely power and

levels of integration, leading to Systems-on-Chip (Sti@}

yield, indicates that they are really two facets loé same

integrate interface, processing and storage on a siigns Problem. If memory dominated systems can be designeel to b
chip. These SoCs, tend to have significant amounts fgult tolerant, they will also be low-power by defioit.
memory needed to store input, output and intermediate fordile it is true that some applications cannot functioitess

of media (e.g. images, audio or video) during the encodit@e data processed is 100% correct (such as processor
and/or decoding process. The increasingly demandiffegtruction code), there exists a broad family of appbos
requirements on image and display resolution has resultedtf@t are inherently fault tolerant such as wirelggslieations

the need for large memories to store such imagesetpdimt

and multimedia systems. The authors have shown in pi®vio

where memory is a|ready the dominant part in most aahdhn publications 1011 that maintaining 100% correctness in such
SoCs today-a trend that is expected to increase for tR@bedded systems is not the optimum power saving approach.

foreseeable future.
The increasing amount of on-chip memory,

beneficial in reducing cost, has a two-fold shortcomihy:

Resilience to hardware-induced faults makes power reduction

whildechniques such as aggressive Vdd scaling feasible, while

increasing the effective yield of the chip via maskingpies.

Power consumption metrics become dominated by thesmetrf\S features sizes shrink, the rate of operation carmliti
of the embedded memory, 2) Yield of the overall integratdnduced errors becomes significantly higher 19 and asuit res
circuit is negatively impacted since the defect densfty &he cost of correcting them increases significantly.

memories is roughly twice as much as logic 18. The problem 107 g
becomes compounded in advanced CMOS technologies wher:
Random Dopant Fluctuation (RDF) 1,2,3 is starting to
become the dominant factor causing intra-die variations

Intra-die variations shift the process parameters érdnt
transistors in a die in different directions, whichn casult in
significant mismatch between neighboring transistesasling
to memory cell instability and failure 1234. These fatuaee
manifested as either an increase in the cell adiess or

unstable read and write operations. In this paper, we wil

.................
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Figure 1: Probability of bit error VSV gq



In this paper we intend to focus on embedded memoripture quality.
and identify means of detection and correction of opeggat At the software level many techniques have been desélo
condition faults (vdd scaling). Figure 1 illustrates théo deal with defective pixels which could be easily adapted
relation between supply voltage and probability of biber handle process variation. Process variation due t@aitdom
P(e) for an SRAM memory cell in 65 nm CMOSand uniform distribution will result in salt and pepper aors
technology19. The probability of failure is the cumulatuen the images if they are saved in the memory using anplsi
of access, read and write failures due to process wariatiand non-compressed data format. Many techniques
Obviously as the voltage is reduced, errors due to procg34][35][36] have previously addressed salt and pepper noise.
variations start to increase in an exponential manfieese In some multimedia application however the data is saved
errors must be detected and corrected to minimize thadm compressed or transformed format in the memory. Onle suc
on measurable quality metrics such as peak signal to nog&aplication is JPEG2000 where pictures after transformation
ratio (PSNR). to wavelets are saved in the memory. Any memory tlefec
The paper proposes a means of identifying and remappiwguld then manifest itself as a faulty wavelet coeffit.
faulty parts of the memory in such a way which affords The work in [37] introduces a software level approach to
selective protection to different parts of the memdrgr deal with coefficient defects. This technique is a dlin
example, most significant bits can be protected whidstle technique applied at the decoder site where by repetitive
significant bits can be allowed to have errors. Wewsthat iteration, the decoder is capable of identifying faultyefs
such an approach leads to the possibility of reducinggmltaand fixing a majority of these faulty locations. Thestinique
to aggressive levels while still maintaining targetnmestsuch increases the power consumption of the decoder but alh@vs
as PSNR levels. use of very low power low cost encoders, since the 100%
correctness criteria can be relaxed at the encode(vgitich
II.  PRIORWORK is typically a mobile device with a stringent power bujiget

Fault tolerance in embedded multimedia system could beOur proposed approach allows the designer to tradeoff
achieved in hardware or software. Depending on the nafureseveral key aspects of the design such as quality versies pow
defects or faults one or the other will be better esbit consumption by offering the ability to selectively it
However, since they operate in different domains inafusf ~different parts of the memory. This approach can be irsed
one doesn't mean exclusion of the other. In this wer, Conjunction with other software approaches as previously
will consider approaches that deal with process variatat discussed. The remapping circuit presented in the proposed
both software and hardware levels. architecture is novel and is used to increase redundancy

At the circuit and architecture level many techniquegeha coverage even at very high rates of defects.
been previously proposed to deal with SRAM faults, many of
which could be used to deal with process variation. Al ARCHITECTURE/ CIRCUIT LEVEL MASKING TECHNIQUE
standard technique, used by many manufacturers, isThis technique relies on the inherent fault toleraopprty
utilization of redundant rows and columns [24][25]. In thign multimedia application. Using 8 bits for each colotuea
technique by remapping the rows and columns that contadh6 different color levels in each channel is realizethe
defective cells to the redundant rows, the yield of pradoct Naked human eye is able to recognize about 25-35 different
is improved. However, typically, the number of redundarfray levels. This implies that small changes in tHeroealues
rows available are limited to minimize area overhdddving ©f the picture most likely are unrecognizable for the anm
to smaller geometries, the number of weak cells (due §¥&- This creates a design space where least signifozn
process variation) grows exponentially [26][27], which(LSB) c-an.qfford tq have more faults (or '?Ss. promr)trthan .
renders static systems such as redundancy unusable. Ano o;tRsEthcant b|ts. (M?B) V\gthouft a s;gnlf;;:]:nt drop !
commonly used technique is the use of Error Correctirme - -urthermore, in a fossy transiormation thBsges in

Codes (ECC) 12811291 to deal with th ient def E LSBs are further masked by the lossy nature of the
odes _( ) [28][29] to dea _W't t etran_5|ent eec&_C transformation rendering the PSNR drop negligible. Having
memories can handle dynamic faults albeit at a heastyio

¢ ’ this in mind, in the following section, we introduce an

power consumption, area and complexity[30] architecture that guaranties the correctness in MSBiew
Works presented in [31], [32] and [33] accordinglyyefects in LSBs are allowed. As we will see the syste

introduce, padded caches, resizable caches and cachesl caglgRiptive in a sense that 1) it tolerates different defges in

These architecture level techniques are designed toatger different sections (banks or sub-banks) in the men@yyhe

tolerability against process variation; however thedy on the policy of fault coverage could be changed dynamically based

existence of the lower level memories and the abibtye- decisions by the system user or designer on how muchrpowe

fetch the data if lost. In addition these protocolsdesigned savings versus PSNR drop are acceptable in the system.

to guarantee 100% correctness for the residing data where a

in multimedia applications, 100% correctness could be

relaxed for better power savings with unnoticeable lass



To construct this defect map we assign one bit per word t
indicate the status of that word (healthy or defectiiie)e to
the small size of the defect map it is safe to asshiaet can
be supplied from a stable higher supply and protected by
regular built in self repair techniques (BISR). Note that
higher voltages, parametric errors are greatly reduced.
Depending on how it is updated, the defect map may be

A. SRAM with Variable Remapping Size (VRS SRAM) use_d _ for storing temperature_ induced de_fects, process
variation defects and manufacturing defects. Since we toee

The memory rows are divided into smaller groups calle6iperate at different voltages and protection policiesh egw
words. Each word containg’ bytes with n varying from 1 to configuration will require a refresh of the SDM congerifthis
4. A word is considered defective if one or more ersor jcould be accomplished by creating a finite set of
detected in one of the MSBs of each byte in the wole configurations and preloading the defect map at manufacture
decision of how many bits are considered MSBs is aorun time or alternatively, the defect map can be updated ewitin
design time decision. The proposed technique relies 0w configuration via a built in self test (BIST) run.
redirecting one single word rather than an entire roigrwa Populating SDM at manufacture time is an expensive solution
defective word is countered. This technique is applied &nce testing for multiple error vectors will signifity add
banked SRAMs such as the architecture depicted in figuret@,the final chip cost. This analysis favors thetboo time
where banks are organized in a circular chain with gactk  defect detection for populating of SDM by using the already
providing redundancy for the previous bank in the chaigxisting memory BIST infrastructure.
Readmg a bI_ock of data which cont_ams defective worcé_ Access properties of the SDM
includes reading the redundancy section of the next ban i ) o ] ]
accessing the requested block from the current bank and Multimedia application, access to memory is sequential
finally replacing the defective words with the wordsarémm N nature (there is no branching and access to thgerdata

the redundancy section of the next bank. The motivatidy S€ral). This promotes the use of a serial pipediceess of
behind this is three fold. the defect map to always pre-fetch the defect infoonati

1- The redundancy section of the next bank is usdipfore accessing the SRAM. In order to further reduceepow
because the accessed bank and the redundancy seciisumption of SDM access to the SDM is serializediby
of its next bank could be accessed at the same timeS{gall “cache” register file referred to as Defect Mayfer

avoid multi cycle access for data to one bank. In thiPMB). DMB is an array of flip flops equal to the sipé
structure, a separate decoder is needed for tgach row in the SDM and a tag section. Each tim&SDid is

redundancy section of each bank removing th@ccessed, the DMB tag is updated with the TAG of the

complexity of traditional row decoders and thuSccessed address shifted to the righ{qu[SZG(DME%] and
providing remapping capabilities and effectivelyhyffer data section stores the defect map in the atessy

| —

Bank 4 Defect Map

Figure 2: Suggested Defect M ap or ganization in the new ar chitecture

reducing the area of row decoders. _ that could be fetched in one access to SDM. Sincénihge
2- To reduce power consumption via power gating of thgata is accessed serially, then after one acceks ®0M, the
unused sections in each bank. next few accesses for defective data could be satishiety s

3- Providing the ability to determine the protection policyyy the DMB without a need for accessing the SDM. This
(number of protected MSBs) based on deSireﬁ{)proaCh reduces the number of accesses to SDM and in turn
operating voltage. reduces power consumption since the SDM is comparagvely

Since fault tolerance is performed at the word leveych larger and more power consuming structure than the
knowledge of the location of defective bits should be i/ pvB register.

apriori and is stored in a defect map. D. P i wniti
. Power gating opportunities

B. SRAM Defect Map (SDM) When accessing a block of data in the SRAM that coatai

A dynamic defect map is required due to the dynamigne or more defective words, some of the words (hgadtte
nature of the faults. As described in section |, a ntgjof read from the accessed bank, and other (remapped words) are
the parametric faults are dependent on the operationtmmdi read from the redundancy section of the next bank. In such
(voltage, temperature etc.), furthermore, as showrigiwd  cases we do not need to read out all the words in tA@/SR
one, the errors are exponential in nature with lowsply  To save power/energy we added a gating feature to the
voltage. These realities render static remapping (me t column decoder and the sense amplifiers of each banigGat
remapping by burning a fuse and redirecting data 10 i@ performed prior to column activation (pre-gating). \gsin
redundancy section) rather useless. An added disadvantaggés SpM information, gating avoids reading the defective
that designing a decoder to provide remapping for a larggyrds in the main bank and instead the words are read fro
number of redundant rows (for example 16 rows or larger f@gfie next bank. Gating is also added to the redundancyrsectio
each 128 rows) will result in complex logic with a largeaar of each bank since we rarely access all the words
and delay overhead. simultaneously and instead need only one or a few wards i



each row. To apply this gating technique to the redundancyFinally, it is important to note that the ECE providae
sections we introduced some compaction and shifting logierror count up to its associated row in memory. To iflent
The compaction logic receives the SDM information ¢def the exact offset we introduce two more variables. 1e Th
information) of the accessed row in the accessed bawk number of defects within a specific fetch group whichwile
compacts all the 1's (faults) in the array to the rightor identify as the Fetch Error Count (FEC) register, and 2
example, if the defective array contains {0,1,0,0,0,1,0,1pfor Number of words used for previous defective words in the
row with 8 words, the compaction logic will produceSDM row associated to the fetch group prior to curretthfe
{1,1,1,0,0,0,0,0}. This indicates that only three locationgroup. This register is called Fetch Error Counting Extensi
should be accessed in the redundancy section. The remainfFECE). FECE is obtained by addition of the ECE of the
columns could be gated leaded to lower power consumptiaurrent row to the number of defects in the current SIoM
Furthermore, the compaction allows tight packing of thprior to the fetch group and then taking the least Ritts R

faulty words in the redundancy sections. being the number of words in each redundancy row.
E' Addr ng the mry U;E:ng:te W = number of words per*block
. . . . Algorithm Ec = Error Count in the current SDM row
In order to simplify the remapping logic we assumed that Pb = pointer to SDM array of current bank
. . Pf(i) = pointer to the defect map of redundancy
a” the WOI’dS W|th the'r defeCt map on one row Of DMB Ec =0 section of next bank after bank “I" in the chain
. . Pb = Bank.Sb Rb = Row number in redundancy rows of next bank
could be only redirected to one row in the redundancy »[Pf = PR(Bank) Bank = Bank number = 0
. . . . Rb =0 Sb = buffer size in terms of number of words
sections. Since each row in the redundancy sectionahas cbz0 ECEp = ECE of previous row =0
limited number of words, an upper bound on the number of ¥
defects that could exist in each m (m being the sizéhef DI e A i o v from SDI array starting from Pb
SDM row) consecutive words in the memory with theifede P O et g e Starting o b number of "1 e
map placed on the same SDM row is introduced. To faeilita 4 EC=ECHDIST+SIFT
book keeping, an extension is added to each SDM row to
identify the number of errors that have occurred in the ne YEi
memory up to the current row. This extension will derred Blook Disabling
to as Error Counting Extension (ECE). Each SDM rowtsta lihiaisd b A
. . . . — . 2-Pb=Pb+W
with an ECE section of ‘E’ bits with= =W X R W being the —
number of words per block, and R being number of redundant TRbr

No 2-ECEp = Rb.W

Have we
reached end of
SDM row

rows per bank. The value stored in the ECE sectioneid fos
row selection in redundancy section of the next banitich
the remapped words exists. The ECE calculation for eagh r
is performed based on the algorithm given in the flowtcb 3

Have we
reached end
of Bank

YES

NO.

i X 1- E(_:E = ECEp+EC .
Figure 3. The flowchart march trough the memory locatio S pg—
and update the ECE of each row with the number of ddfects A
the memory prior to that row. Essentially ECE is uaedan >#oanks YES @

offset for remapping to the redundancy section of nexk.ban Figure 3: ECE update algorithm

However, in reality, the calculation of the ECE effs is Aft . he def is riaht shifted b |
further complicated by the following issues: er compaction the defect map s right shiited byuea

Since ECE count is used for remapping to the redundarf-&??cat_ed by register FECE. Re_gister FECE holds antoffse
section of the next bank, the defective words in th%dlcatmg the number of words in the current redundant row

redundancy blocks of the next bank should also be considef8a! ar? u_sfec:] folr:tEthprevious de(f)%iti "_‘ the acceiakdg_
in generating the ECE value. This case is illustratdeigare example, | the stores a ( ) it means t at.'t !
4a word in the current redundancy word are already in use (or

Due to compaction, the data that is supposed to be aleailagefective). If the output of the compaction is (11100000) after

in one access may not fit in one redundant row (ire acds Shiﬁ"?g we will have (00011100) at f[he output of the shifter.
multi word faults). To allow one cycle access, all defe At this point any column that receives a 0 input frore th

words related to one fetch group should be stored in the Sashifter s gated and others are read. If the delay ef th

redundant row. This restriction requires special provisgpn compactlon and shifting logic exceeds the delay of the
to assure correct addressing. This case is illustratéijure previous bank row decoder the generated data could be used
4b for post-gating to only sense and output the bit-lined wit

To ease the address calculation overhead we assume W{Qp fe’_“apped data. Since gat!ng consumgs some dynamic
there are no more that m defective words in each Do EN€'9Y: if the number of defects is not very high therleead

(where m is the number of words in each row). WHike last of t_he gating could _be more than _the final _savings toeze
rule results in sub-optimal compaction, it makes the addreddting could be optional and applied only in lower voltages

calculation of the redundant bank trivial therefore imprg wrzjerle tr|1e_defecft rﬁte :Esceépongnlt:izélgEhighelrd be d ith
both timing and power consumption. alculation of the an cou e done either

dynamically every time a buffer miss occur or oncemBEE



values are calculated and saved in SDM. The first casehias more than enough time (decoding + MEM unit access) to
achieved by adding a tree of small 2bit, 3 bit and 4 bitraddeprepare the routing scheme based on the defect map
Although the number of those small adders is large, thm@formation.
switching activity (due to small number of defectiveshits
very low and the adder tree doesn’t consume much power.@n Fault policies
the second case the FECE and FEC calculation is peform ysing a dynamic configuration as described, one could
along with ECE calculation (with minor change to theEE gefine different policies for dealing with defective Itoas.
counting algorithm in Figure 3) and the calculated values afRrcing a protection policy reduces to modifying the BIST
saved in the SDM. Every time the SDM is accessed foew engine algorithm to make different decisions. For exaniple,
defect map, the auxiliary data (FEC and FECE for eaathFety 2 MSB protection policy is to be enforced the BISTiea
group) is also obtained and saved in an Auxiliary-Buffenly need to check the correctness of the first tw@BMand
(AXB) along with DMB. AXB and DMB are both selectedpased on that update the SDM. Another policy could ke are
using the same selection logic. protection rather than bit protection (or bit protestin a
certain area). For example, a defect in the low frequenc
bﬁ%ﬁﬁﬁé‘\l‘lﬂ ﬁ‘ﬁ%ﬂ' sections of the wavelet in the JPEG encoding procesar i

/ - more damaging than a defect in high frequency area. A

/ possible design might allocate different number of MSB
protection for each location. The important facthiatt based
on how these priorities are defined, different defegpsreare
generated and designs with different fault tolerance @n b
used | used | uded generated. Compared to traditional static redundancy, this
used | used | use 5":/ proposed technique allows:
1- Larger Redundancy budget: new design tolerate far

Defect map Redundancy defect map more defective words because with each defective word
only that word is remapped and not the entire row.

Defective Defective
Good Word But not

—— enhough space

[T <

— 2-  Flexibility: it allows enforcingdifferent protection and
Defective . ..
remapping policies.
[ [ [ Defective  Good 3-  Reconfiguration: it allows discovery and coverage of new
] errors as they occur with each new configuration.
4- Voltage Scalability: it allows aggressive voltage scaling
used d ed spd .
' by trading off PSNR versus power.
used | used i
Access Address
0100111 0011 00000
Figure 4: (top): Sifting mechanism a-sifting due to lack of spacein the » | 0011
current row. (Bottom): Sifting due to defective location in current TAG DefectMap
redundant row \ 01 ... [OOONOM00 ... [d J
, , ot et Selector \
F. Demonstration of an Access Scenario Countin
i _ ) ) 0¢ .. [0g100a4
In Figure 5 an access scenario where defect information = pEe—FEeE
resides in DMB and AXB is demonstrated. In this illustra —

we assumed 16 bit address for accessing the SRAM. On each
row of the SRAM there are 8 words with each word bé&fg

bits. When the access is initiated the tag of theessed
address is checked against the tag of the DMB using the [T T ]
7MSBs, if tag mismatches the SDM is accessed for defect
map other wise, the defect map is obtained from DMRenTh
the SRAM row/column decoder is activated. In paralleg t

DMB, FEC and FECE are queried using the 8th through 11th B B

MSBs of the address. If the defect map flags the FetoupG Redundancy | “—

(Blc_Jck) as defective, the first two bits of the ECie ased tp * *
activate the redundancy row of the next bank (assuming a

redundancy size of 4 rows per bank). In addition the FEC an | Combining logic |<7

FECE are used to activate the columns that contain the
remapped words. Finally the sensed word from the redundant
section of the next bank is inserted in place of thedyatord

from the main bank to produce the fetch block that g &z

the Fetch Unit (FU). Careful timing analysis using 45nd a
65nm library information indicates that the combinigit

(1]2]3]4]s]e[7]5]
Figure5: illustration of remapping mechanism




V. SIMULATION PLATFORM AND RESULTS Ratio (PSNR) which is defined as follows:

2. (LIm,n] = 1[m, n])®

A. Smulation setup MSE = M (1)
To analyze how using a defective memory affects theitgual M xN

of the JPEG image, we identified when and how the image PSNR =10x log R? )

data is saved in memory. Using JasPer[23] implementafion 10

JPEG2000, we corrupted the memory image data at thosg, equation (1), and ¥ are the number of rows and

points. Based on currently developed SoC architectures Qfiumns in the input images respectively, and R in tHeRPS
JPEG2000 6789the image data is once saved at the imtiatjé?jhation is the maximum pixel value in the image.

of the encoding process and then after the DiscreteeMiav  Tne simulation setting of the JPEG2000 encoder used for
Transformation “DWT” step (and before quantization)t® {6 simulation is illustrated in Table 1

initiation of the encoding process, data is in a singoler

format, such as RGB or YCrCh. Storing the image data inB- Simulation results

defective memory as presented in Figure 6.c will result inFigure 7 illustrates the relation between voltage and
changes in the RGB pixel values. This will result it ssld Probability of failure for different protection polisieFor this
pepper like noise. Salt and pepper noise is well understoodsimulation, the word size was assumed to be four bytds a
the image processing fields and a number of filters, (e.ghe probability of error versus voltage is derived fifogore 1.
median) have been devised as solutions to nearly @tminThe policies that are defined include protection of it f
such noise 13. Applying area or MSB protection reduces aMiB to protection of the first 5 MSBs. These curvisstrate
nearly eliminates the salt and pepper noise, since Bf&8s the achievable expanded design space. For example, a
are not allowed to occur. After the DWT step, as shawn designer with the knowledge that a specific probability of
Figure 6.c data is saved in memory in the form of a le&ve failure is tolerable can choose the optimum operatingge

with each coefficient in the wavelet being 16 bitsgoEach and protection scheme. To further elaborate on hist,poin
defective bit corrupts the coefficient that contaihattbit. assume a probability of failure of up 25107 is tolerable, and
Corruption of one coefficient will result in corrupti@f all  then a protection policy requiring the protection of oahe
color values in the sampling window of that coefficient MSB can operate at voltages down to 0.68v while 3 MSBs
will require operation at 0.75v.

g
3
g
2
eI Ueistes yalte. 2
‘6
=
%
c. Errors are introduced in the image in -g

the result of defective memory, noise .... 6_. :

Figure 6: a. Memory error injection after DWT step e ok o7 o5 08  os  05  oss 1
b. Errorsdueto noisein transfer median Memory Supply Voltage
c. Defect introduced to the original image (black and white noise and etc.) Figure 7: Probability of defective word in different protection policies
ver sus voltage (only defectsin protected bitsis makes a word defect)

Table 1: Encoder simulation settings On the other hand, based on which protection scheme is
Par ameter Value used different pictures qualities result. It is important to
Offsets Zeros correlate, voltage reduction, protection scheme and gualit
Tile size 512x512 (reduction in PSNR).

Decomposition level 2

Precinct size 32x32 g 4

Block Size 32x32 & 42|

Wavelet filters (9,7) lossy % ol

Layers 1 E ,,,,

Marker segment QOD =2 T e

Image Lena E., 36| 1 MSB Protection
Memory Size 786432 Byte 2 aaf R Mes Protectiom ||
Number of Bank 4 & szl ‘ : : 5 man brotection |
# of Redundant Rows per bank 8 o7 o5 o8 055 o5 055 1

. . . Voltage
Errors due to RDF are uniform and randomly distributed so

in the error injection step we randomly and uniforndyrapt

the coefficient values by producing stuck at zero/onario
addition to error injection we need a comparison metic
compare the quality of decoded images with the original
image. To achieve this, we have used the Peak Sighklise



requires additional tile memory of 512Kb (64KB) and another
135Kb of additional data storage. In our approach, the tile
memory is error resilient and can be supplied at aggetgsiv
lower Vdd than the rest of the blocks. We used both TSMC
65nm LP process and G process standard cell libraries to

Peak Signal to Noise Ratio
W
o

36 1 MSB Protection . . .
- ———2MSB Protection | | estimate the power consumption of the core, Plogic.
3 MSB Protection) L. R R
=l =M Fbaction: | Additionally, we used CACTI [22] to estimate the tile
07 s 08 o8 o8 .55 1 memory’'s dynamic power consumption at the system’s
Voltage . .
Figure 8: required operating freque_ncy and 0.9v supply,_ Pmemd.
a. Top: PSNR curvefor different protection policies ver susvoltage Unfortunately, CACTI's estimates of leakage are noabke
b. Bottom: Optimal Operatltr)lgdpomt for the available redundancy at technologies below 90nm so we estimated the leakage at
udget.

180nm and scaled it based on TI's predictions by 10x 17 to
Figure 8.a depicts these results (performed using the Leolatain the memory leakage power, Pmeml. Figure 10 shows
image), where PSNR values are plotted for each pratectibow Pmemd and Pmeml scale with Vdd. Since the power
scheme and voltage level averaged over 10000 random emsavings come only from scaling to the tile memorg, plower
injections for each voltage level. PSNR curves fom&o savings percentage ratio, r is obtained by:
protection policies at lower voltages do not exist bezas Prremd (Vaa ) + Prrernt (vaar )
we explained previously each protection scheme passes the 100x
saturation point of the remapping architecture at a differ Prrend (vado ) + Prremt (veao) + Plogic (veao)
point. Since always the best quality is desirable fache Where VddO is the nominal supply voltage and Vddl is the
voltage, the protection policy that provides the higiR&KR low supply voltage applied to the tile memories. As we can
at that voltage is the optimal choice. Figure 8.b ilaists the see the total savings, r can reach about 17% (25%) Wieen t
optimal operating point. For example, in figure 8.b at anjpemory supply is at 0.7V and 25% (35%) when it is lowered
voltage above 0.77V the 5 MSB protection provide the bett 0.6V in the LP process(G process) . The second syseem
quality but as the voltage drop to (0.77-0.76)V range tH@nsidered is a complete JPEG 2000 codec SoC. The ADV
5MSB protection is not possible due to saturation oflapei 202 chip from analog devices includes all the memories,
redundancy and a lower protection plan (4MSB in this caséferfaces and control processor needed for encoding and

3)

should be used. decoding JPEG 2000 images. The tile memory is about
. 512KB. The chip was manufactured in 180nm technology so
C. Power savings we scaled the logic power to 65nm. Similarly, we alsause

The power savings associated with Vdd reduction a®ACTI to estimate the memory’s dynamic power and TI's
illustrated in Figure 9 which shows that a reduction of Vdikakage forecast to estimate its leakage power. Usingptne
from 1.0v to 0.7v will result in more that 50% savings irmethod and Equation (3), the estimated savings are computed
dynamic power and 65% savings in leakage power. Thesed shown in Figure 11. The savings in total system power
savings are associated with the memory section of thee at 10% (16%) when the memory's Vdd is scaled to 0.7V
encoder. In the following section, we will discuss pwver and 15% (23%) when scaled to 0.6V in the LP (G) process.
reduction impact on the entire system (of which thenory
is a subsystem) using two commercially available JPEG2000 VI. CONCLUSION
encoders as case studies.

[1]

The paper proposes a means of identifying and remapping
faulty parts of embedded memory in multimedia devices
(specifically, JPEG 2000 encoder as a case study). The
remapping allows the designer or user the flexibility to
selectively choose different protection policies. Each
protection policy in turn allows different levels of ltage
scaling leading to aggressive power savings and improving

10|

N~
=

W
<

Percentage Power Saving
B g
=)

ot ‘_\.m-""' overall yield by detection and correction of faults they
00: e occur. We show that such an approach can lead to power
Voltage savings of up to 35 % for commercial JPEG 2000 encoders
Figure 9: Power reduction with Vdd Scaling for 65 nm technology while still maintaining target metrics such as PSNRI&

V. POWER CONSUMPTION GAIN

We use two existing implementations of JPEG2000
encoders to validate our claims of power reduction. Tisé f
one is an Intellectual Property block (IP) from BARCO-
SILEX that is described in 15. The second system is the
ADV202 JPEG2000 codec chip from Analog Devices 16. The
BARCO-SILEX IP implements the JPEG2000 encoding but
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Abstract—Wireless channels introduce both packet erasures
and bit errors which cause degradation in the quality of the
transmitted video over such a channel. Previously we introduced
an analytical expression for the expected distortion of a single
layer encoded video bit-stream and based on the expected
distortion model we proposed a distortion-optimal Unequal Error
Protection (UEP) technique to transmit such a video bit-stream
over wireless tandem channel. In Spring 2008, we worked on this
distortion model to make it more accurate.

I. INTRODUCTION

Temporally correlated tandem loss patterns of wireless
channels appear in the form of bit errors related to fading and
packet erasures related to network layer buffering. Most of
the literature works consider just the effect of packet erasures
on the quality of the transmitted video bitstream. Previously
we introduced an accurate analytical model to capture the
effects of both bit errors and packet erasures for a progressive
enhancement layer of a compressed video bitstream [1]. In
that case we assumed that the base layer is strongly protected
by channel codes and the video codec was MoMuSys [2] [3]
implementing MPEG4 standard.Then we introduced a simple
analytical model for the base layer and based on that model
we proposed a distortion-optimal technique to allocate the
budget between different frames to minimize distortion. Our
comparison results show that our transmission method can
improve the quality of the received video over some previously
proposed methods [4]. Fig. 1 shows these comparison results
for different parity rates.

II. DISTORTION MODEL

To model distortion of a video sequence, first we model
distortion of a Group of Pictures (GOP). Each GOP starts with
an I frame which is intra-coded. Therefore the I frame will
protect its GOP from the error propagation caused by error in
previous frames. We assume that in the case of packet loss,
receiver conceals an entire video packet by copying the shape
and texture of the corresponding macroblocks in the previous
VOP. The expected distortion of GOP can be represented
by using table I. In table I each row indicates the pattern
of the received frames in the GOP, and also the distortion
of GOP associated with this pattern, after using the error
concealment technique. These distortions are calculated based

Quality of decoded foreman sequence, No bit errors
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Fig. 1. Comparison results of OSL, ULP and ELP schemes for packet erasure
channel.

TABLE I
DISTORTION OF GOP BASED ON THE PATTERN OF RECEIVED FRAMES OF
GOP
Frame 0 | Frame 1 Frame n-1 Distortion
P(0,0) P(0,1) P(0,n—1) do
P(0,0) P(0,1) P(1l,n—1) dy
P(1,0) P(1,1) P(l,n—1) don 1

on the sequence. P(1, j) indicates the probability of receiving
frame j without error and it is calculated as follows:

N;—1

P(j) = ] Poer(1,k) (1)
k=0

where IN; defines the number of packets for transmitting frame
j and P,k (1, k) represents the probability of receiving the kth
packet of frame j free of error.

Pper(1,k) = (1 — Pug)* 2)

L is the number of symbols in each packet. We assume each
byte is a symbol and P.; is the probability of symbol error
which is calculated using the channel model. P(0,5) = 1 —
P(1, ) is the probability of loss for frame 7, respectively. P’
defines the probability of frame j at row ¢ in the table which is
either P(0, 7) or P(1, j) depending on the loss pattern of row
¢ in the probability table of that GOP. Assuming n is the size
of GOP, the total number of rows is 2”. Using the introduced



table, the expected distortion of GOP k can be defined as
follows:

calk) = Y0 T2 Phid; 3)

Figure 2 shows the results of analytical model compared to
the experimental distortion of the received video sequence in
different channel conditions.

PSNR of a sample GOP in foreman_gcif sequence
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Fig. 2. A comparison of analytical and experimental distortion results of a
sample GOP of Foreman sequence.

The distortion of a video sequence is related to the distortion
of its GOPs. As it was mentioned before, I frames can
stop error propagation but if there is any error in the [
frame, both propagated errors from previous GOPs and low
quality of the concealed I frame will effect other frames of
that GOP. Capturing these propagation effects in modeling
the distortion of a video sequence makes the model very
complicated specially for optimization process. To model the
video distortion and still keep the simplicity, we have assumed
that I frames can be transmitted using stronger error correcting
codes. It meas that if most intra-coded frames are received
the effect of error propagation gets less and less. In such a
case we can model the distortion of the whole sequence as
the summation of distortion of all GOPs. We used different
levels of error protection for the I frames of the sequence
and it shows that as the error protection code gets stronger,
the difference between the analytical model of the sequence
gets closer to the experimental results. This means that if we
could use enough budget to protect the I frames, the analytical
model of the sequence distortion could be simplified as the
summation of the distortion of GOPs.

III. FUTURE WORK

Next we want to used the new model to solve the trans-
mission budget allocation optimally among all the sequence
frames for the base layer bitstream and then combine this work
with the previously proposed technique for the progressive
enhancement layer.
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Overview: During spring 2008, we continued our research on rate allocation for network coding over
wireless. Specifically, we have developed an optimization model, proposed a distributed solution and
conducted some simulations.

Rate-Allocation for Wireless Networks with Network Coding: Resource allocation is an important
class of problem for both wired and wireless networks; the goal is to use network resources efficiently
and also provide fair resource allocation among multiple users. Most of the work in this area follows
the seminal work of Kelly et al. [1]. Recently, there has been increased interest in resource allocation
problems in wireless networks [2]. This problem is already challenging due to broadcast nature of
wireless and of the presence of multiple-hops. It becomes even more challenging when network
coding is employed. In this project, we study rate allocation in wireless networks with network coding.

Motivation:

Let’s discuss the basic example of Fig. 1 that demonstrates the main idea. Nodes A and B
communicate over a relay R in a wireless network where A and B do not hear each other. Let us
suppose that node A transmits at rate r; and node B transmits at rate r,, and assume that node R does a
basic network coding operation (XORing of packets from node A and node B) and broadcasts, as in
[3]. If r; = 1, R will combine two flows from A and B and broadcast; therefore, the relay transmits at
rate r; = r; = r,. When r; > 1y, the relay node will transmit at a rate r; = ry, because it should serve all
packets from node A with rate r; and XOR the packets from node B with these packets. The reverse is
also true. We can conclude that the relay node should transmit at a rate r; = max(r, 12). This example
shows that when network coding is used, an intermediate node (R in this example) may transmit at
lower rates (i.e. max(r;,r;)) than the sum of all rates in the neighborhood (ri+r;). This observation
affects the capacity region and the rate allocation problem should be formulated considering this fact.

Figure 1: Cross topology with two nodes talking to each other

Optimization Model:

Consider that each source in a network transmits at a rate ¢' and has associated utility function U(c").
Our goal is to optimize the aggregated utility function subject to capacity constraints. The rate
allocation problem can be formulated as follows:

max  U(c")

st in‘j—Zx‘ji:a‘l{i:f}, Vi,t
J J

tn H
Y xi <z, Vin

A iJéi)J
H 1
te¢J(i),JeJ,(1)
n

{ Zx}f;‘ =X, Vi, jt
nltegfJi

n



where source t is transmitted from node i to node j with rate Xi,jt. The first constraint expresses
the flow conservation. The second constraint is due to the broadcast advantage provided by
network coding. We assume that at each node i, there are n different network coding opportunities.
The destination node set and flow set corresponding to network code n at node i are defined as J," and

0, respectively. The third constraint is the flow conservation for different network codes where Xitjn

is a data rate assigned to flow t from node i to node j for network code n.

Solution:
When we solve the problem using Lagrangian optimization and do algebraic manipulations, the
solution consists of two parts;

Rate Control:
max  (U(c')-q}0")
Scheduling:

max Y x(q! - qf)
i,j.t
Yi.n

tn
st. D> oxi <20, Vi,

teg i) ,jeJ,(]')
In

{ Zx},‘]n =X, Vi, ]t
n\teyﬁjli1

where qit is a Lagrange multiplier and representative of the queue size at node i of flow t.

In the spring quarter, we reviewed the extensive literature in the areas of cross-layer optimization in
wireless networks and network coding (especially within the linear programming framework). We
then formulated and solved the problem as outlined above and conducted numerical simulations to
confirm the optimality and stability of the solution.

Future Directions:

We are currently developing efficient sub-optimal algorithms. We will also conduct simulations over
more realistic environments, study the interaction of the proposed algorithms with current protocols
and compare it to current rate control implementation of TCP. We are currently working towards a
paper submission for Infocom’08.
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Abstract— Interference alignment is a powerful technique to
achieve significant degrees of freedom for the interference chan-
nel. However, perfect channel state information (CSI) is assumed.
Our objective is to characterize the effect of channel estimation
error on interference alignment for interference channels. In
particular, we wish to obtain scaling laws that govern the
relationship between achievable degrees of freedom and channel
estimation error. An appropriate channel estimation scheme for
our problem is the maximum likelihood (ML) channel estimation
procedure. An error model based on the ML scheme is used in
conjunction with interference alignment.

I. 3 USER MIMO INTERFERENCE CHANNEL

Consider a 3 user (K = 3) MIMO interference channel with
M antennas at each node. For this channel 30 /2 degrees of
freedom can be obtained with constant channel matrices with
M > 1 antennas at each node [1]. Each user has M /2 degrees
of freedom yielding a total of 3M /2 degrees of freedom for
the network.

To illustrate the effect of channel estimation error on inter-
ference alignment, consider a 3 user interference channel with
M = 2 antennas. Interference alignment is performed using
A} from transmitter 5 (j = 1,2, 3) to receiver i (i = 1,2, 3).
Note that H ][C[]]L = Hll 4+ AH) now let us consider the
received signal at receiver 1 (¢ = 1):

vyl = gy 0l x il gh2lyy R xR gisly el xsl
+ Ay O] ¢ A gh2y2 xRl (1)
+ Ag3lyBl xBl 4 70l

where VU and XUl represent the beamforming and input
vectors, respectively, corresponding to transmitter j, and Z!
is the additive white noise at receiver 1.

Once the set of appropriate alignment vectors U! has been
chosen, U! is orthogonal to both HR2y 2 and HIBIVBI and
interference terms due to transmitters 2 and 3 are canceled.

Thus we have:
y= <yl >
= < gMyUxW gl > ¢ < gtAyRIxE gt >
+ < HBYBI B gt > 4 <« Aty x0 gt >
+ < AHMAYVRIXE gt > 4 <« AFBSlYBI B gt >
+ z
2)
Now U is orthogonal to both H!'2V2l and A3Vl and
< .,. > represents inner-product, we have:
p=<vYWyu >
= < gy L AgMIyE gt > x 0
+ < AHPYVE Ut > xRy « AFBIYVEL gt > x B
3)
Note that if we were to have perfect channel estimation,
that is, AH!! = 0, we have would have full degrees of
freedom. So the effect of white noise matrices is to introduce

interference, and we would want the estimation error to scale
as the inverse of the signal-to-noise ratio (SNR).

II. SIGNAL-TO-NOISE RATIO RELATIONSHIPS
Let

o= My L Agiyhl (4)
g =AHMVE, (5)
vy = qHI8Y B (6)

Then the signal-to-noise ratio at receiver 1 is
SNR; = o*P/(B*P +~*P +1) @)

where P is the transmit power/user and the additive white noise
at receiver 1 is assumed to have unit variance.
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